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The MITRE ATT&CK framework counts 530 ways to exploit enterprise systems—and every month new 
techniques are added. Cybersecurity vendors continuously offer new detective solutions, but purchasing, 
deploying, and maintaining a specific product is expensive. It’s time to reflect on the underlying principles 
of effective anomaly-based intrusion detection.

P revention is ideal, but detection is a must.” Active 
monitoring and intrusion detection systems 

(IDS) are the backbone of every effective cybersecu-
rity framework. Whenever carefully planned, imple-
mented, and executed preventive security measures 
fail, IDS are a key component of the last line of defense. 
IDS are an essential means to detect the first steps of 
an attempted intrusion in a timely manner. This is a 
prerequisite to avoid further harm. Security experts 
agree that active monitoring of networks and systems 
and the application of IDS are a vital part of the state of 
the art. Usually, findings of IDS as well as major events 
from monitoring are forwarded to, managed, and ana-
lyzed with security information and event management 
(SIEM) solutions.1 These SIEM solutions provide 
a detailed view on the status of an infrastructure 
under observation.

However, a SIEM solution is only as good as the 
underlying monitoring and analytics pipeline. IDS 
are an inevitable part of this pipeline, which spans 
from gathering systems’ data, including operating 
system logs, process call trees, memory dumps, and so 
on, feed them into analysis engines, and report find-
ings to SIEMs. Obviously, the verbosity and expres-
siveness of data are a key criterion for the selection of 

data sources and associated analysis approaches. This 
is an art of its own and mainly dependent on answer-
ing what kind of common attack vectors today (refer-
ring to the MITRE ATT&CK matrix2) are reflected 
best in which sources [e.g., Domain Name System 
(DNS) logs, netflows, syscalls, and so on]. There are 
literally hundreds of tools and agents to harness the 
different sources and tons of guidelines on the con-
figuration of these tools to control the verbosity and 
quality of resulting log data.

In terms of detection mechanisms, most commonly 
used today are still signature-based network intru-
sion detection system (NIDS) approaches. Similarly, 
signature-based host-based intrusion detection systems 
(HIDs) are capable of using host-based sources, such as 
audit trails from operating systems, to perform intru-
sion detection. The secret of their successes lies in their 
simple applicability and the virtually zero false positive 
rate. Either a malicious pattern is present, or it is not. It’s 
as simple as that.

Unfortunately, this easy applicability comes with 
a price. The slightest modification to the malware 
or attacking tools changes the traces that an attack 
leaves on a system, which hinders the effectiveness of 
signature-based approaches. For instance, Christian-
sen3 demonstrated that well-known malware can evade 
IDS by implementing a single NOP instruction in the 
right place of its code.
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To mitigate attacks with polymorphic and cus-
tomized tools, IDS vendors combine signature-based 
approaches with heuristics to enable a kind of fuzzy 
detection, i.e., detect patterns that match to a certain 
degree but allow some inherent noise. This again, how-
ever, increases the false positive rate, which limits the use 
of such approaches. The job for security solution ven-
dors and integrators is to find the sweet spot where fuzzy 
signature-based matching still works without producing 
too many false detections. However, even then, attack-
ers that “live off the land”—in other words, who use just 
system tools that they find on the target systems—can-
not be detected at all. For instance, if someone steals 
legitimate credentials, logs into a web-based platform, 
and starts to copy off data, no malware is ever used. This 
is one of the reasons why the focus on the detection of 
known bad actions seems to be a dead end for defenders 
in the long run.

As a consequence, a major transition away from 
signature-based approaches to behavior-based appro-
aches takes place.4 The fundamental idea is that if it is 
not possible to characterize what malicious activities 
look like to search for those in an infrastructure, the new 
aim should be to model or learn legit activities and treat 
everything else as potentially hostile. This is how anom-
aly detection (AD) methods work.

Threat hunting5 complements this focus on adv-
anced highly automated detection and puts the human 
operator in the center whose goal is to proactively 
search through infrastructures to discover and iso-
late adversarial actions that evade carefully planned 
security mechanisms. To achieve that, threat hunt-
ing applies anomaly-based intrusion detection in the 
form of user behavior analytics (UBA), among other 
tools. Regardless of whether anomaly-based IDS are 
applied as highly automated detective means to secure 
an infrastructure or used to proactively sift through 
data streams to semiautomatically isolate advanced 
adversarial actions, it is a vital key technology to secure  
our networks.

However, the pity of AD is that it is quite error- 
prone, verbose, and unspecific. This means that in a 
medium-sized enterprise system, depending on how 
tightly it is monitored and how strictly the normal 
behavior is defined, possibly hundreds of anomalies 
arise every minute. Obviously, this is by no means a fea-
sible approach.

We need additional measures to compensate for 
this drawback and to make anomaly-based intru-
sion detection more appealing. In this article, we 
investigate numerous aspects of intrusion detection 
and threat hunting that can mitigate this problem 
and help to make modern anomaly-based intrusion 
detection applicable.

Key Questions of Anomaly-Based 
Intrusion Detection and Threat Hunting
Defending a complex infrastructure against adversaries 
is hard. Often, systems are not designed top-down but 
rather organically emerge driven by ever-growing busi-
ness dynamics. Consequently, no one fully understands 
how the whole system really works; only specialists in 
certain areas are familiar with some isolated parts. Fur-
thermore, even primitive components offer a multitude 
of configuration options and operating modes, which 
dramatically increases the attack surface and thus the 
way to exploit them in unprecedented ways. Effective 
anomaly-based intrusion detection is not a job for a 
“drop and go” solution. It needs attention to detail and 
continuous care taking—and eventually a structured 
approach to get it done right.

Numerous challenges of AD have been studied in 
recent years.6 Most of them are centered on the fact 
that it is hard to define a baseline to compare against, 
that this baseline is a moving target, deviations are hard 
to interpret, or that only limited data are available to 
train machine learning methods. While these concerns 
are all true in principle, we argue that specifically for 
the cybersecurity domain, there are ways to relax the 
situation. Multiple options exist to support AD meth-
ods for cybersecurity that, if followed carefully, make 
these methods more applicable—both for automated 
 detection of adversarial actions or even more complex 
threat hunting.

We started our investigation with a literature sur-
vey with the keywords “intrusion detection,” “active 
defense,” “cyber threat intelligence,” and “threat hunt-
ing” in IEEE Xplore, the Association for Computing 
Machinery (ACM) Digital Library, Scopus, and Google 
Scholar. The aim was to identify the requirements on 
and common aspects of modern effective intrusion 
detection and threat-hunting approaches. Since we 
discuss the application aspects of modern intrusion 
detection in operational environments in this article, 
we did not conduct our survey with common academic 
sources alone but instead further focused on indus-
try reports, white papers, and the collected wisdom of 
industry experts. Numerous well-known annual reports 
are available in the domain, including those from Man-
diant/FireEye,7 Crowdstrike,8 the Ponemon Institute,9 
and SANS,5 just to name the well-known ones. We stud-
ied those in detail and extracted common topics they 
address and common questions they ask to identify the 
important aspects of modern cybersecurity detection 
and response solutions and services. Additionally, we 
considered ongoing discussions from the cyberthreat 
intelligence-sharing domain, mainly OASIS Cyber 
Threat Intelligence (CTI). Following this approach, 
summarized in Figure 1, we ensured that we would not 
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leave out any relevant point of view on anomaly-based 
intrusion detection.

Based on the survey results, we structure our inves-
tigations along seven key questions (see Figure 2) 
and by answering them come up with seven key prin-
ciples that discuss important mechanisms to enable 
anomaly-based intrusion detection and threat hunting. 

Each of these principles makes anomaly-based intrusion 
detection easier to apply and less error-prone. Figure 2 
highlights these key questions raised when building an 
effective solution and underpins that this endeavor does 
not just have a technical dimension but requires a sound 
multidimensional methodological approach. Start-
ing with the question of who wants to harm us and the 
motivation of the threat actors, it is important to match 
their motivation and capabilities to our own vulnerabil-
ities. Only when these three factors—actor motivation 
and capability as well as our own vulnerabilities—are 
combined does a real threat for a successful intrusion 
exist. Once we expect intrusions to happen, the next 
question is to investigate how these might be observed, 
such as what log files or data streams can point to the 
presence of an adversary in our network. Of course, it is 
important to isolate attack traces in massive amounts of 
data with certain reliability and interpret their meaning 
correctly. After achieving this, we should further think 
about how we can share our findings with others in the 
same sector to warn them about ongoing campaigns in 
a timely manner—and in return get validation of our 
findings. Eventually, discovering any loopholes in our 
defense strategy and estimations on how well we are 
prepared for the next wave is an essential step of con-
tinuous improvement.

Guidance to Effective Anomaly-Based 
Intrusion Detection and Threat Hunting
We address these questions with the following guiding 
principles and shed some light on related aspects.

Principle 1: Get to Know Your Enemy
What is true for the real world also applies to the cyber 
domain. Knowing the motivation and capabilities of 
adversaries is key to an effective defense. This knowl-
edge is equally important to set up effective moni-
toring as well as to timely spot the different forms of 
malicious activities. However, for many years, defend-
ers were always one step behind as they needed to 
detect new attacks first, analyze their effects on the 
system (such as dropping new malware or changing 
system files), and then build signatures for malware 
detection and antivirus solutions. So-called indicators 
of compromise (IoCs) were important to verify that 
a system has been penetrated; however, simple IoCs, 
including file hashes, process names, or certain mem-
ory patterns, are easy to circumvent by slightly adapt-
ing attacker tools or obfuscating attack techniques. 
The new hot topic is therefore modeling of more 
complex tactics, techniques, and procedures (TTPs), 
which represent the adversaries’ modus operandi and 
are harder to change, and thus are a more sustainable 
means for detection.

Figure 1. A methodology to discover and formulate key principles.

1) Surveying Academic Literature
(IEEE Xplore, ACM DL, and Scopus)

2) Surveying Industry Whitepapers
(Mandiant/FireEye, Crowdstrike, Ponemon, SANS, Verizon, and so on)

3) Extracting Commonalities and Repeatedly Discussed Aspects

4) Phrasing Key Questions Regarding the Application of IDS

5) Discussing Answers and Formulating Principles in This Work

Figure 2. Key questions of effective intrusion detection and threat hunting.

1) Who 
wants to 
harm us and 
why?

2) What are 
our 
weaknesses?

3) How can 
we observe 
intrusion 
attempts?

4) How can 
we extract 
attack traces 
from data?

5) What’s 
their 
meaning?

6) How can we 
share or validate
findings 
with others?

7) How well 
are we 
prepared?
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A further challenging research area is attribu-
tion, which aims to develop solutions for associating 
observed cyberattacks to well-known threat actors just 
by investigating their actions along the cyberkill chain10 
and deriving their likely objectives. Understanding the 
motivation and capabilities of the numerous advanced 
persistent threat groups, nation-states, and hacktivist is 
important. They all carry out targeted highly complex 
operations, albeit mainly toward high-profile targets 
such as governments and large industries. Eventually, 
we must not underestimate the threat stemming from 
botnets and opportunistic attackers that simply exploit 
a vulnerability because it is there. The cyberarsenal of 
this largest group of attackers is studied by researchers 
and nation-states using honeypots and honeynets11 and 
poses vital knowledge to plan our defense strategies: 
specifically, to determine where to look for compromise.

Principle 2: Get to Know Thyself
Knowing the enemies and their nasty tricks is just half 
of the story. Equally important is to know the environ-
ment, its vulnerabilities, and its weaknesses that con-
stitute its attack surface. The latter is highly influenced 
by the maturity level of the organization, determined 
by policies, standards, guidelines, and procedures that 
shape the behavior of all entities—being machines or 
humans. This is a mandatory prerequisite for deriving 
a baseline of good (and predictable) behavior. Unfortu-
nately, it is also one of the most often neglected aspects 
of intrusion detection. The truth is, an organization 
whose maturity level is not advanced enough can never 
effectively apply anomaly-based intrusion detection 
or threat hunting and therefore is unable to capitalize 
on the advantages of modern machine learning-based 
intrusion-detection approaches.

If a policy or standard dictates what is allowed in an 
environment (and we assume that people will mostly 
stick to it), it is easy to spot deviations from this defined 
good behavior. Let’s take a look at a couple of examples. 
A company standard may stipulate that Windows hosts 
are all present in a certain network segment, that they are 
just allowed to use a preconfigured web proxy to go to the 
Internet, that only the internal DNS may be used to query 
domains, or that only USB sticks of a certain vendor may 
be used. Of course, many of these requirements can be 
technically enforced, while others need more coopera-
tion from employees. Adversaries may try to circumvent 
some of these enforced design decisions, for instance 
when they laterally move from one Windows host to 
another, although this is not foreseen by design. Such 
behavior is easily detectable as an anomaly if we know 
that it is not part of our normal and accepted baseline.

Besides the desired behavior defined in policies, 
guidelines, and procedures, there are other observable 

behavioral patterns that no one dictates top-down but that 
rather emerge bottom-up. For instance, some employees 
might show some steady work patterns, as they usually 
arrive at the same time in office and follow a rather deter-
ministic work schedule. Other patterns are more techni-
cal in nature. An example for that is network link graphs 
that can be constructed by observing pairs of communi-
cating machines, how much data they usually exchange 
in which direction, and what specific protocols they use 
for this. It is quite a surprise to find out how steady the 
behavior of a smoothly running business can be.

Gaining insights into our normal business condi-
tions is part of modern intrusion detection. Recent 
attacks have impressively demonstrated that skilled 
adversaries stay below the radar by “living off the land,” 
which means they utilize only unsuspicious operating 
system tools, which they find on target systems, such 
as powershell, wmic, or Server Message Block (SMB). 
They do not introduce any of the well-known adver-
sarial tools. Thus, it becomes very hard—if not impos-
sible—for traditional IDS to spot them. However, 
adversaries eventually utilize a system differently than 
legitimate users and do not stick to normal work condi-
tions, for instance when they try to copy large volumes 
of data or access many files in a short time frame.

Obviously, talking about anomaly-based intrusion 
detection and threat hunting is pointless if there is no clear 
understanding of how a system is designed and usually 
utilized, and if its acceptable behavior is not defined. An 
applicable and enforced set of policies, standards, and pro-
cedures, as well as a clear system documentation in form of 
managed asset databases and configuration management 
databases (CMDB), a professionally maintained infra-
structure, and a clear organizational structure reflected by 
distinct roles and their responsibilities, is good security 
practice, aids to a proper baseline, and is thus the underly-
ing foundation of effective intrusion detection.

Principle 3: Be Open to All Sorts of Data
Researchers and security analysts have argued for 
some time about what type of data are best suited for 
intrusion detection. There are discussions centered on 
whether data captured from networks or host-based 
data offer more visibility; others argue over whether 
generic low-level kernel- and system-log data are more 
valuable than application-specific transaction records. 
Some focus on behavior analytics of processes, others 
on memory inspection and pattern mining. The truth is 
that in principle there is no right or wrong type of data. 
The feasibility of data to spot intrusions solely relies on 
the attack technique applied. The MITRE ATT&CK 
framework does a great job summarizing the wide vari-
ety of attack techniques and associated data sources to 
spot them. At the time of writing (April 2021), MITRE 
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ATT&CK lists 530 different forms just for standard 
enterprise environments. Taking a closer look and 
focusing on those techniques that are applicable in our 
own environment and individually rating their effects 
on our systems is a big step forward toward a deeper 
understanding of individual cyberrisks.

Today’s SIEM use cases are usually centered on 
well-known attack cases. We need specific monitor-
ing data to spot cross-site-scripting attempts on a web 
server, which is entirely different from discovering brute 
force login attempts against a remote shell. SIEM use 
cases help us to keep focusing on the essential attacks 
and carefully plan what data we shall ingest first. While 
this approach quickly leads to first successes, it creates 
problematic blind spots in the long run. Attacks that 
we do not anticipate are not covered by these use cases. 
Anomaly-based intrusion detection is a means to miti-
gate these issues, which may also be applied additionally 
to established signature-based approaches. Since there 
are so many techniques on the one side, and motivated 
attackers will quickly adapt and select those techniques 
that are most successful to penetrate our environment 
on the other side, it is best to not rule out any kind of 
data as being useful. Eventually, we need to be open to 
ingest all possible sorts of data, not just what our secu-
rity consultants tell us is important today or what ven-
dors think might be sufficient to implement. Be aware 
that not only raw data are of interest; further metadata 
such as an event’s context (e.g., the time of day it was 
raised), its frequency within a defined time span, and 
surrounding elements are equally useful to characterize 
a system’s behavior.

While it is important to not rule out the value of any 
kind of data, it is also true that data hoarding without 
use is poor advice. We must distinguish between tactical 
data that is carefully selected and sparse in nature and 
compliance data, the purpose of which is documenta-
tion through full coverage of past activities. Both are 
important but used in entirely different ways. While tac-
tical data helps us to quickly and efficiently spot anom-
alous activities, compliance data are indispensable to 
further analyze a given situation and deduct potential 
consequences. The latter is a capability that is specifi-
cally important for incident response. For that reason, 
we should collect both tactical and compliance data but 
in different systems, used by people in different roles for 
different purposes.

Principle 4: Analyze Smart
Following the first three principles of this article, we 
should have collected all of the data that is necessary 
to spot an intrusion. However, intrusions do not serve 
up themselves on a silver plate. In a first step, we need 
to extract the relevant data points and at the same time 

reduce the potentially massive amounts of data in a 
smart way to be able to handle them properly. Feature 
extraction12 is the science to do exactly that.

A wide variety of analysis techniques exist today and, 
depending on which ones we apply, we gain different 
sorts of anomalies and insights into a system’s behavior. 
For instance, long-tail analysis focuses on identifying 
rarely occurring events, as does outlier detection based 
on clustering approaches. Other analysis techniques are 
time-series approaches, such as the autoregressive inte-
grated moving average (ARIMA) model, used to spot 
long-term deviations in trends, as well as frequency detec-
tion, detection of event correlations, or changes in the 
value distribution of data fields. The art is to apply the right 
analysis technique on a matching set of data properties.

While we can always manually define what data we 
like to analyze with which kind of technique, numerous 
machine learning and artificial intelligence (AI) con-
cepts have been proposed6 in recent years to avoid this 
manual step: artificial neural networks, decision trees, 
support-vector machines, and Bayesian networks, just 
to name a few. In general, three classes of machine learn-
ing approaches can be distinguished: supervised, semis-
upervised, and unsupervised methods, depending on 
whether and to what extent they need to be trained with 
labeled data. Unsupervised learning does not require 
any labeled data and is able to learn to distinguish nor-
mal from malicious system behavior during the training 
phase. Based on the findings, it classifies any other given 
data during the detection phase. Semisupervised learning 
implies that the training set only contains anomaly-free 
data and is therefore also called “one-class” classification. 
Supervised learning requires a fully labeled training set 
containing both normal and malicious data.

All of these techniques, preferably used in com-
bination, and many more, may spot deviations from 
a defined or learned baseline and may alert security 
analysts. However, in practice another problem arises: 
alert fatigue. Too many alerts in too-short time intervals 
causes security analysts to ignore alerts and therefore 
not handle them with the required attention or simply 
become overloaded.

Attempts to mitigate this problem include the aggre-
gation of anomalies, for instance occurring within a 
certain time frame, their interpretation with the help of 
further context and prioritization to report only highly 
ranked detection results. For example, it is of far more 
interest to us that a system that deals with highly classi-
fied data or that supports one of our main business pro-
cesses behaves odd than occurrences of odd events in 
any other part of the infrastructure. Anomaly rating and 
ranking requires a deeper understanding of the impor-
tance of potentially affected systems for our business. 
Incorporating asset inventories, CMDBs, and all further 
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sources of contextual data help to determine the risks 
associated with the occurrence of anomalies.

Principle 5: Making Sense Out of Data
With signature-based solutions, which look for known 
bad behavior, it is simple to alert on observed specific 
malicious behavior. Usually, we then immediately know 
what we are up to, e.g., whether there is a backdoor in 
our system, a virus that modifies files, or a ransomware 
that encrypts contents. Unfortunately, it is not that easy 
with anomaly-based intrusion detection. Having spot-
ted an anomaly or, rather, a set of anomalies, the next 
step is to derive its possible root cause. Numerous 
methods exist to achieve that—automatic ones appli-
cable to IDS or semiautomatic ones often applied by 
security analysts in course of threat-hunting activities.

First, we can derive some useful information simply 
from knowing the (type of) affected system, the type 
of anomaly reported, or the specific data source that 
emitted the anomalous data. Matching this data with 
contextual information, such as criticality and sensitiv-
ity levels given in our asset database, already provides  
first insights.

Second, another way to gain insights is to make a 
lookup in historic data if the reported kind of anomaly 
(and pattern of multiple anomalies across different sys-
tems and data sources respectively) was observed in 
the past. Furthermore, reports from previous incident 
response activities might be of additional support. For 
instance, if we investigated unusual connection attempts 
between Windows clients in the past and found out that 
there was a malware that tried to compromise hosts in 
the vicinity via SMB, this is likely the same reason if we 
suddenly observe TCP traffic on port 445 with similar 
properties in the internal network. Matching observed 
behavior, which is not in accordance with our baseline, 
to historic situations usually works quite well for attack 
techniques that we have observed and investigated in 
more detail before.

However, an attack or malware exploiting one of our 
vulnerabilities the first time will not be revealed using 
this method. Here, which is the third case, we would 
request help from our peers to find out if they are famil-
iar with our findings, before we would kick off our inter-
nal incident response process and perform time- and 
resource-intensive deeper investigations. The latter is 
the case if neither historic data nor information from 
peers can help us to understand an anomaly because 
it is either quite specific to our infrastructure or uses a 
zero-day vulnerability that no one knew about so far.

Before detected anomalies trigger a deeper investiga-
tion, a triage is advisable. This means that we carefully 
decide whether a finding justifies further investigations 
and, in case of multiple concurrent findings, decide on 

which ones we should primarily focus. Every incident 
investigation is an opportunity to learn and every activ-
ity a means to extend our knowledge. Nevertheless, we 
need to manage our scarce resources carefully and focus 
on those events that are truly of importance. Not every 
scanning attempt on an externally facing interface is 
worth detailed investigation.

Principle 6: Sharing Means Caring
Information sharing has gained tremendous momen-
tum in recent years. Several initiatives, spanning from 
the automatic distribution of IoCs and sharing of suspi-
cious artifacts to sharing knowledge in form of reports, 
have emerged. The motivation for sharing is usually 
twofold. First, by contributing knowledge of new attack 
vectors, ongoing malicious activities, and investigation 
results to the community, we hope to help others who 
may return the favor in the future. Second, as a side 
effect of sharing, we also seek validation of our findings. 
If we drop suspicious artifacts into a community and a 
handful of members confirm having discovered the very 
same, we immediately know that we have truly discov-
ered something that justifies further investigations (i.e., 
we have minimized the probability of a false positive). 
Furthermore, we also know that we are not victim of a 
targeted attack. Overall, sharing allows us to collaborate 
with others in a likely similar situation and share inves-
tigation results and split resources spent.

Unfortunately, it is not as simple as stated here. A 
major hurdle is that everyone’s systems and infrastruc-
tures are different, there is a multitude of potentially 
suspicious activities and artifacts, and if the result of 
IDS is truly a real positive ultimately depends again on 
our individual (!) baseline. The same behavior might be 
problematic for one organization but perfectly normal 
for another one. Furthermore, privacy and data sover-
eignty issues hinder information sharing as well.

From a research perspective, two major hurdles need 
to be taken. First, the organization that likes to share 
information must do so in a normalized form, under-
standable and usable for the receiver. The receiver, on 
the other side, needs to contextualize this normalized 
information, which means to interpret the received 
information for the specific organizational context. 
This task is not straightforward and needs to account 
for an organization’s baseline, risk profile, known vul-
nerabilities, and some more aspects.

This is also the reason why automated information 
sharing with respect to both generation and consump-
tion at a large scale does not work out well yet. A piece of 
information has likely different meaning for the sender 
and the receivers, as they do not know each other’s orga-
nizational context and the circumstances in which the 
shared information was created or is being consumed.
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In the simplest form, a semiautomatic sharing mech-
anism uses IoCs such as the malware information shar-
ing platform (MISP).13 Sharing IoCs is easy this way, 
yet ineffective; sharing TTPs, however, is hard and not 
well understood yet. With increasing standardization in 
this area, such as OASIS Structured Threat Information 
Expression (STIX),14 we expect to see more advanced 
solutions in the near future.

The fine art to achieve is the sharing of knowledge 
about concrete attack tactics used by adversaries, com-
bined with the immediate applicability of this knowl-
edge in diverse environments, so-called actionable 
cyberthreat intelligence (CTI). Knowledge shared this 
way is vital to either tune detection engines or to proac-
tively harden our own systems and improve baselines. 
Table 1 depicts an overview of the information being 
shared today at the different abstraction levels. All of 
these entities are part of the STIX model.

Principle 7: Learn and Prepare  
for the Next Wave
Learning from previous incidents, whether one’s own 
or those of others, and deriving effective countermea-
sures to avoid similar problems in the future is a key 
principle for increasing the own security posture. With 
respect to anomaly-based intrusion detection and threat 
hunting, we should always raise the question of how 
we could have done better. Whether some monitoring 
needs to be adapted, new data sources integrated, the 

machine learning algorithms tuned, or our capabilities 
of interpreting signs of intrusions increased, an objec-
tive assessment of incidents is the basis for that.

However, we should not wait until something hap-
pens and assume that we are safe otherwise. Chances 
are high that our system is already compromised but 
we haven’t recognized it yet. That is the reason why we 
should regularly benchmark the current configuration 
of the IDS and challenge it with new attack vectors. 
This could happen in a production system but might 
not always be the best option. Test setups, testbeds, and 
simulation environments are other means to tune con-
figurations of IDS or try out new detection algorithms. 
Eventually, in times of freedom, we must ensure that our 
IDS approach is ready and effective.

Besides the ability to detect new variants of attacks, 
it is similarly important to carefully tune our exceptions. 
If we confuse legitimate virtual private network (VPN) 
connections with long-lived connections of botnets, if 
bandwidth peaks during the weekly backup put us on 
alert, our intrusion detection approach needs further 
tuning to be taken seriously. False positives must lead 
to carefully designed exceptions in our anomaly-based 
intrusion detection approach to get rid of any noise that 
may degrade the trustworthiness in the solution.

The most straightforward way to test the readiness 
of our intrusion detection approach, including both the 
whole technology stack and the people maintaining it, 
is to use red teaming.15 Here, a professional company 
applies TTPs as real threat-actor groups do and try to 
penetrate a target system. In contrast to well-known 
penetration tests, the primary goal is not to discover and 
report technical vulnerabilities but to test the efficiency 
and effectiveness of IDS, their configurations, the way 
people handle discovered traces of intrusions, and the 
feasibility of the whole incident response process.

E ffective anomaly-based intrusion detection needs 
to account for many aspects to make it applica-

ble in real enterprise environments. State-of-the-art 
signature-based solutions are an important means of 
every basic defense, but elevated security levels are 
achievable only in a mature and professional environ-
ment, applying prudent monitoring, machine learning 
supported detection mechanism, and proper handling 
of results. This endeavor does not only call for a fea-
sible technical solution but requires a sound multidi-
mensional approach. We conducted a literature survey 
and summarized all of the aspects discussed in the 
major industry reports. Figure 3 associates each of the 
discussed principles with a certain part of an over-
all intrusion detection methodology for an enterprise 
environment. No single one of these principles is more 

Table 1. Information being shared today  
on the different abstraction levels.

Levels Artifacts Questions answered

Strategic Threat actors Who is carrying out the 
operation?

Campaigns What is their motivation and 
goal?

Tactics, techniques, 
and procedures 
(TTPs)

What is their modus operandi?

Operational Incidents Who was affected and how?

Course of action 
(CoA)

What are countermeasures?

Exploit target What vulnerabilities do they 
exploit?

Tactical Indicators What general IoCs should we 
look for in our networks?

Atomic Observables What have we found, where and 
when (sightings)?
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important than the others. They all work together 
hand-in-hand toward the same goal. If carefully imple-
mented and adjusted, they will allow us to elevate intru-
sion detection to an unprecedented level.

Future research challenges are manifold. While 
there exist several solutions with respect to most of the 
introduced principles, they are neither broadly accepted 
yet nor do they complement each other in a seamless 
manner. Moreover, their further development and con-
tinuous adaptation to new constraints is a top priority. 
New emerging paradigms, including the Internet of 
Things and the ongoing adoption of cloud comput-
ing, make systems even more complex, which will offer 
novel opportunities for exploitation. Furthermore, the 
increasing interoperability contribute to not only more 
open and dynamic businesses but at the same time also 
increases the attack surface and will lead to novel busi-
ness models for cybercriminals, too.

Fortunately, novel anomaly-based IDS provide an 
elegant means to cope with this increased threat level. 
A convenient way to try out a well-developed but 
cost-effective system is the open source project AMiner, 
available at https://github.com/ait-aecid/logdata 
-anomaly-miner. 
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